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Distances on Graphs
Measured from
associative “knowledge”
graphs

d is a distance function on set X if it is a nonnegative, symmetric, real-
valued function such that d(x, x) = 0 (Shore  & Sawyer  1993)

X x1 xn

x2

xi

d(xi, xi) = 0
d(xi, xj) = 1, if there is an edge
d(xi, xk) = d(xi, xj) + .... + d(xl, xk) 1,

 if there is a path
Due to the symmetry requirement,
distance functions yield non-directed
distance graphs

Metric: the smallest distance between
nodes is always the most direct path

d(x1, x2) #  d(x1, x3) +  d(x3, x2)

X x1 xn

x2

xi

w1iwi1

wi2

wni

wn2

Semi-metric
d(k1, k2) >  d(k1, k3) +  d(k3, k2)

In real-valued weighted graphs, derived
distance functions can be semi-metric

In graphs used to store
“knowledge”, what does
it mean?
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Mathematical Background
Relations Represent the presence or absence of association,

interaction or interconnectedness between the
elements of two or more sets.

x1

xn
!

X

y1

yn
!

Y

z1

zn
!

Z

P a relation R between sets X1, X2, ..., Xn is a
subset of the Cartesian product of these
sets: R(X1, X2, ..., Xn) f  X1 × X2 × ... × Xn. 
< Traditional logical operations between sets

can be used to modify relations
r(xi, yj, zk) = 1

Fuzzy: Degree of Relation or
association
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Binary Relations

x1

xn
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X

y1

yn
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Y

P Binary fuzzy relations are a
generalization of real
functions
< Two or more elements of Y 

may relate to an element of X
< Easily represented by

matrices of dimension n×m

P Graphs are binary relations
defined on a single set: R(X, X). 
< Degrees of association between

elements of the same set
< If symmetric, R represents a non-

directed graph
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Fuzzy Graphs
Properties

P Reflexive 
< iff R(x, x) = 1 for all x 0 X

– every element of X is maximally associated with itself
P Symmetric 
< iff R(x, y) = R(y, x) for all x, y 0 X 

– Matrices require only (n2-n)/2 elements to be defined
P (Max-Min) Transitive
< iff R(x, z) $ maxy0X min[R(x, y), R(y, z)]  for all x, z 0 X

– For each indirect connection between x and z through some y,
the weight of the connection is the smallest of each connection
(x to y and y to z). Finally, the weight of the connection
between x and z, is the largest of all indirect connections
through all y (strongest path defined by weakest link)



R R r r r
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Composition of Fuzzy Graphs
Max-Min Composition:

where rij denotes R(xi, xj)
The max-min (logical) composition of matrices is performed in
the same way as the numerical counterpart, except that
multiplication and summation are substituted by the Min (and)
and Max (or) operations respectively. 

P Transitive closure of a relation R(X, X)
< The relation that is transitive, contains R(X, X), and whose

elements have the smallest possible membership weights that
still allow the first two requirements. 
– It yields a relation where all pairs of elements which were directly

or indirectly related in the original relation, are now directly related 
– 1. R' = R c  (RBR); 2. If R'…R, make R = R' and go back to step 1; 3. Stop:

RT = R'
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Similarity and Proximity Relations

P Similarity Relation 
< A reflexive, symmetric, and transitive binary fuzzy relation

– Also known as an equivalence relation.
P Proximity Relation 
< A reflexive and symmetric binary fuzzy relation

– Also known as a compatibility relation
– The transitive closure of a proximity relation is a similarity relation.

Proximity Similarity
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Measuring “Knowledge” Associations
From Document
Relations

P Document × Document
< Co-Citation or Hyperlink structure

P Document × Keyterms
< Keyterm Co-Occurrence

P Document/Dataset × Gene Expression
< Gene Co-Occurrence or Co-Expression

P Document × Author
< Co-Authorship (Collaboration Network)

Given a binary relation R between sets X and Y we extract two proximity
relations: XYP(xi, xj) is the probability that both xi and xj are related in R to the
same element y0Y. Conversely,  YXP(yi, yj) is the probability that both yi and yj
are related in R to the same element x 0 X. 
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Document and Keyword Proximity
Typical IR Example: Knowledge Implied by Keywords

Given a binary relation A between sets of keywords K and
documents  D we extract two proximity relations: KDP(ki, kj) is the
probability that both keywords ki and kj co-occur in the same
document d0D. Conversely, DKP(yi, yj) is the probability that both
documents di and dj contain the same keyword k 0 K. 

(Keyword Document Proximity)
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Pointwise Mutual Information
Other non-proximity Probability Measures of Association

Conditional Probability
Given a binary relation R between sets X and Y we extract :

 PX(xi, xj) is the probability that xi
is related in R to y0Y, given that xj
is related to y. 

  PY(yi, yj) is the probability that yi is
related in R to x0X, given that xy is
related to x. 
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Proximity vs.  Conditional Probability

P PX and PY are not symmetric
< can measure a strong degree of association between two

elements, when that association is one-sided only.
< In many applications, when we think of a strong

association between two elements, we expect both
directions of association to be similar. 

< Distances are symmetric, proximity is the semantic
inverse of distance.



12

Conditional Probability and
Proximity Measures

Conditional Probability

Y

x1

x2

Proximity

x1

x2 Y

Y

x1

x2

x1

x2 Y
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Social Proximity Networks
Terrorist Associations: People Document Proximity (PDP)
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Proximity Distribution
PDP: exponential distribution
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PDP Histogram fo Node Degree
318 People Names
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IPP Histogram of Node Degree
520 ISSN
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Terrorist Networks
PDP: transitive Closure
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Terrorist Networks
Highly Associated People in Documents
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People Network
Detail
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Using Information Retrieval
Immunology Testcase

IL-2 OR interleukin-2
IL-3 OR interleukin-3
IL-4 OR interleukin-4
IL-6 OR interleukin-6
IL- 7 OR interleukin-7
IL-8 OR interleukin-8
IL-10 OR interleukin-10
IL-12 OR interleukin- 12
IL-13 OR interleukin-13
IL-15 OR interleukin-15

GM-CSF
IFNgamma
TNFalpha
MCP-1

Cytokines
CD25 OR tac
CD122
CD132 OR "common gamma chain"
CD123
beta
CD124
CD126
CD130 OR gp130
CD127
CXCR1 OR Cdw128a
CXCR2 OR Cdw128b
Cdw210
CD212
CD213a1
CD213a2
CD116
CD119
CD120a
CD120b
CCR2b

Receptor Molecules

Signaling molecules:
their levels affect
response
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Pointwise Mutual Information
Information Retrieval

Turney, P.D. (2001). “Mining the Web for Synonyms: PMI-IR versus LSA on TOEFL.” Proceedings of
the Twelfth European Conference on Machine Learning (ECML-2001), Freiburg, Germany, pp. 491-
502. http://extractor.iit.nrc.ca/reports/ECML2001.html

P PMI-IR developed to deal with Synonyms
< Problem word and set of choice words for synonyms (on

TOEFL and ESL)
– Problem: levied
– Choices: imposed, believed, requested,correlated

< Assigns a co-occurrence score to each choice, and selects
the choice that maximizes the score.
– score(choicei) = p(problem | choicei) =  p(problem AND choicei) / p(choicei)
– In PMI-IR, the probabilities are calculated using IR from such

sources as Altavista.
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PMI-IR
4 Scores using Altavista

1.  Conditional Probability with Altavista AND
(when both terms appear in the same document)

2.  Conditional probability with Altavista NEAR (when both terms appear within 10 words of each
other in the same document)

3. Tends to reduce equal scores for synonyms and antonyms

4. Accounts for context words
LSA Problems: “Every year in the early spring farmers [tap] maple syrup from their trees (drain; boil;
knock; rap).” The problem word tap, out of context, might seem to best match the choice words knock
or rap, but the context maple syrup makes drain a better match for tap.

context = {context1,context2,..., contextm} We use NEAR
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Proximity Queries

context = {receptor}

NEAR: co-occurrence within 10 words
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Precision and Recall
Values Obtained with FaCSO

Recall: probability that an
association has been identified
given that it is relevant

Precision: probability that an
identified association is relevant

Score 1 Score 2 Score 3 Score 4 Prox 1 Prox 2 Prox 3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
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Measuring Associations
Using Altavista

http://bimmer.c3.lanl.gov/~andreas/easyfast8.html
Fast, Cheap & Synthetic Oracle (FaCSO)

Cytokine Set

! Discovers Relevant
Associations

! Retrieves Documents
substantiating the
associations

! Being Developed for
PubMed
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SVD of Time-Dependent Expression Data
Gene expression (13000 genes) after infection with herpes virus

correlated with Eigengene 1 are genes whose
expression is increased (decreased) after infection with
Herpes virus

P Genes whose expression is positively (negatively)
correlated with Eigengene 2 are genes whose
expression is transiently decreased (increased) after
infection with Herpes virus.

P The singular value spectrum shows that the signal
cannot be explained by just the first few modes

X = USVT

With Tom Brettin, Michael Wall, Jean
Challacombe at LANL and Princeton
group (Shenk’s lab)

S
sk

n

n

r

r

VT

n

n

v1v2
Eigengene 1
Eigengene 2

Eigengene 1:
Increase in
expression after
infection

Eigengene 2: Transient
decrease in expression
after infection

12 point time series (30min - 48hrs) 



′gi

27

Biological Discovery via SVD
Eigenassay Coefficient Plot

Eigenassay 1

Princeton group (Shenk’s lab)
found ~1200 genes that
showed significant changes in
expression
at least 3 fold change in
expression at at least 2
consecutive time points

LANL group found a second expression mode
with interesting biological associations

How to help
biologists discover
function?

U

u2

m

nu1
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Automatic Functional Annotation
Of Gene Clusters

Eigenarray 1

Collaboration with Lada Adamic, Eytan Adair, and
Bernardo Huberman at HP Labs, Palo Alto.

Extract Sets of genes most
correlated and anti-
correlated with each
eigenarray (or cluster)

Genbank IDs
Gene symbols

Checked likelihood that
they are gene symbols
(whether or not they co-
occur with words like
DNA, gene, etc.)

Medline DocsExtractMeSH
Headings

Count number of times each gene in
a target group is associated with a
heading 
Count number of times each gene
in HUGO is associated with a
heading
Statistical measure to see if a
heading is mentioned by an
unusually large number of genes in
target group (given how many
HUGO genes mention them)
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MeSH Headings
Correlated with Second Eigenassay

Genes involved in transcription
regulation, immune response,
oncogenesis as well as
growth factors/cytokines and their
receptors
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Distance from Proximity
Semi-metric Behavior 

(Keyword Document Distance)

( )dkdp k k
1

i j, = −( )kdp k ki j,
1

d is a distance function because it is
a nonnegative, symmetric, real-
valued function such that d(k, k) = 0

k1 k2

k3

Metric
d(k1, k2) #  d(k1, k3) +  d(k3, k2)

Semi-metric
d(k1, k2) >  d(k1, k3) +  d(k3, k2)

Adaptive
Systems

Evolution
3.89

Cognition44

6.89

Semi-metric ratio: 6.3861

(Keyword Document Proximity)
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Distance from Proximity
Generic Case

Distance from a Proximity Graph is semi-Metric
Distance from a Similarity Graph is Metric



( ) ( )
( )s x x

d x x

d x x
i j

direct i j

shortest i j

,
,

,
=

( ) ( ) ( )
rs x x

d x x d x x

d di j
direct i j shortest i j

,
, ,

max min
=

−

−

( ) ( )b x x
d

d x x
i j

x

shortest i j

i,
,

=

33

Measuring Semi-Metric Behavior
Semi-metric Measures

PSemi-metric ratio
< Absolute measure of indirect distance reduction

P Relative Semi-metric ratio
< Distance reduction against maximum contraction

P Below Average Ratio
< Captures semi-metric distance reductions which

contract to below the average distance for a given
node.  Captures some of the cases of initial 4
distance



7.5000Under AverageSTATE-SPACE METHODSCOMPUTER NETWORKS
5.3000Under AverageGROWTHMORPHOLOGY
4.7037Under AverageFORMCOMPUTER GRAPHICS
4.2400Under AverageFORMMORPHOLOGY
3.5333Under AveragePALEONTOLOGYMORPHOLOGY
3.5333Under AverageCONTINGENCYMORPHOLOGY
3.3420Under AverageNEURAL NETWORKSROBOTICS
3.1134Under AverageNEURAL NETWORKSEVOLUTION
3.0404Under AverageDNAEVOLUTION
3.0377Under AverageTHEORETICAL BIOLOGYCOGNITION

10.8434Relative Semi-metric6.3861Semi-metric RatioCOGNITIONADAPTIVE SYSTEMS
20.7636Relative Semi-metric5.0000Semi-metric RatioCONSTRUCTIVISMEVOLUTION
30.7273Relative Semi-metric5.0000Semi-metric RatioPSYCHOLOGYEVOLUTION
40.6439Relative Semi-metric4.6936Semi-metric RatioDNAEVOLUTION
50.6559Relative Semi-metric4.5455Semi-metric RatioCOGNITIONLIFE
60.7620Relative Semi-metric4.5407Semi-metric RatioCONTROLEVOLUTION
70.6507Relative Semi-metric4.4205Semi-metric RatioSYSTEMS THEORYMATHEMATICS
80.5780Relative Semi-metric4.3593Semi-metric RatioTHEORETICAL BIOLOGYCYBERNETICS
90.3486Relative Semi-metric4.2918Semi-metric RatioNEURAL NETWORKSARTIFICIAL LIFE

100.5323Relative Semi-metric4.0897Semi-metric RatioSELF-ORGANIZING SYSTEMSARTIFICIAL INTELLIGENCE
110.5614Relative Semi-metric3.9759Semi-metric RatioCOGNITIONROBOTICS
120.5216Relative Semi-metric3.8509Semi-metric RatioMEMORYMATHEMATICS
130.4523Relative Semi-metric3.8028Semi-metric RatioMATHEMATICSROBOTICS
140.6861Relative Semi-metric3.7928Semi-metric RatioPHILOSOPHYLIFE
150.6168Relative Semi-metric3.7525Semi-metric RatioPHILOSOPHYROBOTICS
160.6325Relative Semi-metric3.7365Semi-metric RatioEMERGENCEPHILOSOPHY
170.5825Relative Semi-metric3.7353Semi-metric RatioSEMIOTICSCOGNITION
180.5984Relative Semi-metric3.7229Semi-metric RatioMOLECULAR BIOLOGYEVOLUTION
190.6316Relative Semi-metric3.7218Semi-metric RatioCELLULAR AUTOMATAEVOLUTION
200.7134Relative Semi-metric3.7037Semi-metric RatioINFORMATION THEORYEVOLUTION
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User Interests
Dissertation Database

9% Semi-metric
25% below Average

86 Keywords



20.9953Relative Semi-metric214.0797Semi-metric Ratiothinhormon
30.9953Relative Semi-metric213.5900Semi-metric Ratioexcitcare
40.9951Relative Semi-metric205.7649Semi-metric Ratioequatgene
50.9951Relative Semi-metric204.5103Semi-metric Ratiotranscriptfilm
60.9949Relative Semi-metric194.3478Semi-metric Ratiocarespectroscopi
70.9948Relative Semi-metric193.0644Semi-metric Ratiothintranscript
80.9948Relative Semi-metric190.8173Semi-metric Ratiot-cellpressur
90.9946Relative Semi-metric186.8350Semi-metric Ratiomutatfilm

100.9946Relative Semi-metric185.3671Semi-metric Ratiocatalystvascular
110.9945Relative Semi-metric183.0219Semi-metric Ratioendothfilm
120.9945Relative Semi-metric180.4128Semi-metric Ratiomacrophagfilm
130.9944Relative Semi-metric177.6419Semi-metric Rationervnonlinear
140.9943Relative Semi-metric175.6775Semi-metric Ratioclonefilm
150.9943Relative Semi-metric175.1138Semi-metric Ratioequatmutat
160.9943Relative Semi-metric174.9438Semi-metric Ratiosecretionfilm
170.9942Relative Semi-metric173.8007Semi-metric Ratioendoththin
180.9942Relative Semi-metric172.2365Semi-metric Ratioleukemiapressur
190.9942Relative Semi-metric171.4462Semi-metric Ratiomacrophagthin
200.9941Relative Semi-metric169.9975Semi-metric Ratiomortalfilm
210.9940Relative Semi-metric167.1643Semi-metric Ratiothinclone

10.4981Relative Semi-metric272.1996Semi-metric Ratiomyocardileukemia

77.7665Under Averagemyocardileukemia
50.5213Under Averagenitricthin
42.3600Under Averagemessenger-rnaequat
41.6956Under Averagemyocardichemotherapi
40.1634Under Averagenervnonlinear
40.0989Under Averageriskfilm
39.9494Under Averagetranscriptequat
39.9156Under Averagecloneequat
39.6987Under Averagehormonfilm
37.0435Under Averagegene-expressequat

35

Trends in Collections
ARP Database

95% Semi-metric
35% Below Average

500 Keywords
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P PCP Web
< Collection of dictionary-like definitions about Systems Research topics; each of

these 423 web pages is associated with a specific concept (e.g. "Adaptive
Systems"). 
– Proximity Data extracted from hyperlink structure (Symmetric)
– Adapted Hyperlink Structure from user paths extracted from web logs using Bollen’s

Algorithms (Symmetric)
P ISSN
< Network of 472 Research Journal Titles (e.g. "Communications of the ACM" and

"BioSystems"), identified by their ISSN.  Adapted using the same methodology
used for the adapted PCP web site data (symmetric).

P Word Norm
< Nelson et al’ s associative graphs between pairs of words from free association

experiments with more than 6000 subjects; weights characterize the semantic
proximity between words as understood by the population of subjects.We used a
subset of 150 words from this dataset (of about 5000 words): the 150 most
common English nouns,  (words such as "art", "car", "face"). 

P Random Distance Graphs
< Uniform, Exponential, Hyperexponential Proximity Distributions

Analysing Different Document Networks 
For Semi-Metric Behavior
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TRS1%

Ranked Pairs (Adjusted)
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ARP Dissertation PCPAdap PCPStruct
ISSN Word Norm Random

Top 1% Semimetric Pairs
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PCPAdapWord
Norm

PCPStruct

ISSN

Dissert

ARP
Uniform

Exponential

5
10

20 30
15

40 100

(8, 33, 0.5)
(9, 38, 0.1)

15.3

18.8

10.15

(8.8, 37.8, 0.11)

(7.6, 33.3, 0.5)

Strength of Latent Associations
:: Mean rs in TRS1%

Metric

Hyper-
exponential

(8.3, 39.2, 0.38)

(8, 39, 0.4)
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Identification of Latent Associations
Terrorist Network Example

P Pairs with larger semi-metric behavior
denote a latent association
< Not grounded on direct evidence

provided by the relation R, but rather
implied by the overall network of
associations in this relation. 

< Meaning depends on the semantics of
the application
– In graphs of keyword co-occurrence in

documents: associated with novelty and
can be used to identify trends.

– In terrorist networks it may identify pairs of
people, groups, etc. for which we do not
have direct evidence, in the available
documents, that a real association exists,
but who could easily be indirectly
associated.

< In recommendation system for journals
now at LANL
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Does a latent association imply missing evidence?
Incomplete Knowledge

:

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

CDP1
PDP1

EGP

GEP

PRPPGP

RPP
EPPPEP

GPPPDP

Metric

Strength of Semi-metric behavior



43

Detecting Incomplete Knowledge
Random Deletion Experiments

P Perfect Knowledge
< Transitive Closure of real

graph
< Metric Distance Graph

P Incomplete Knowledge
< Each positive

association is deleted
with probability pdel

< 100 graphs for each
value of pdel

Full Deletion
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Full Deletion
Correlation of value of b with deleted value
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Partial
Deletion
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Partial
Deletion
Parameter
Correlation
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Proximity 6
Semi-metric Associatons

TNF"IL-2 IL-3 IL-4 IL-6 IL-7 IL-8 IL-10 IL-12 IL-13 IL-15 GM-CSF IFN(
Cytokines: Problem Terms

Receptor Molecules:
choice terms

CD25
CD122
CD132
CD123
beta
CD124
CD126
CD130
CD127
CXCR1
CXCR2
Cdw210
CD212
CD213a1
CD213a2
CD116
CD119
CD120a
CD120b
CCR2b

IL-15, CD122
IL-2, CD130
IL-7, CD126
IL-4, CD122
IL-13, CD132
IL-10, CD130

Existing co-
occurrence

IL-7, CD122
IL-15, CD123
IL-15, CD127
TNFalpha, CD120a
IL-15, CD124
IL-7, CD123
IL-15, CD120a

Null co-
occurrence


